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Abstract
Local regularization methods allow for the application of sequential solution
techniques for the solution of Volterra problems, retaining the causal structure of
the original Volterra problem and leading to fast solution techniques. Stability
and convergence of these methods was shown to hold on a large class of linear
Volterra problems, i.e., the class of ν-smoothing problems for ν = 1, 2, . . .

in Lamm (2005 Inverse Problems 21 785–803). In this paper, we enlarge the
family of convergent local regularization methods to include sequential versions
of classical regularization methods such as sequential Tikhonov regularization.
In fact, sequential Tikhonov regularization was considered earlier by Lamm and
Eldén (1997 SIAM J. Numer. Anal. 34 1432–50) but there the theory was limited
to the class of discretized one-smoothing Volterra problems. An interesting
feature of sequential classical regularization methods is that they involve two
regularization parameters: the usual local regularization parameter r controls
the size of the local problem while a second parameter α controls the amount
of regularization to be applied in each subproblem. This approach suggests a
wavelet type of regularization method with the parameter r controlling spatial
resolution and α controlling frequency resolution. In this paper, we also
show how the ‘future polynomial regularization’ method of Cinzori (2004
Inverse Problems 20 1791–806) can be viewed as a special case of the general
framework of Lamm (2005) in the 1-smoothing case. In addition, we extend
the results of Lamm (2005) to nonlinear Volterra problems of Hammerstein
type and give numerical results to illustrate the effectiveness of the method in
this case.
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1. Introduction

In this paper, we consider Volterra equations of the form

Au = f, (1)

where for suitable u : [0, T ] �→ R, the convolution operator A will be given by

Au(t) =
∫ t

0
k(t − s)u(s) ds, t ∈ [0, T ], (2)

in the linear case (sections 2 and 3) and in the case of the nonlinear Hammerstein problem
(section 4),

Au(t) =
∫ t

0
k(t − s)S(s, u(s)) ds, t ∈ [0, T ], (3)

with S : [0, T ] × R �→ R. Sections 2 and 3 are due to the first author while the work in
section 4 is the result of the combined effort of both authors.

A discussion of the existence and uniqueness of solutions of (1) may be found in [7] in
the linear case and in [5, 6] in the nonlinear case. Throughout we will assume that A satisfies
a ν-smoothing condition for some ν = 1, 2, . . . , that is, the kernel k satisfies

k ∈ Cν[0, T ], k(j)(0) = 0, j = 0, 1, . . . , ν − 2, k(ν−1)(0) �= 0, (4)

where without loss of generality we will take k(ν−1)(0) = 1. For any ν > 0 the solution ū of
(1) generally lacks continuous dependence on data f (using either the L2(0, T ) or L∞(0, T )

topologies on u and f ), and it is relevant to note that the degree of the ill-posedness of the
problem increases with increasing ν. Since in practice, we will only have access to a perturbed
version f δ of f where for some δ > 0

‖f − f δ‖∞ < δ, (5)

regularized solution methods will thus be essential in recovering a reasonable approximation
to the ‘true’ or ‘ideal’ solution ū of (1).

We will also assume that the desired ū of (1) satisfies the Hölder condition

|ū(t) − ū(s)| � Lū|t − s|µ, (6)

for 0 < µ � 1, Lū > 0, and t, s in the interval of interest (although this hypothesis may be
relaxed to ū only continuous, as is discussed in [12]).

A generalized theory for local regularization of linear ν-smoothing Volterra problems
was developed in [12]. Local regularization methods allow for the application of sequential
solution techniques for the solution of Volterra problems, retaining the causal structure of the
original Volterra problem instead of replacing it with a non-causal/non-Volterra problem (such
as typically happens when a classical regularization method such as Tikhonov regularization
is used) [11]. As a result one is able to apply fast solution techniques to discretizations of
Volterra problems.

Until recently it was thought that sequential local regularization methods faced a severe
limitation in that stability and convergence could not be guaranteed unless restricted to
ν-smoothing Volterra problems with ν � 4 [16]. However in [12] the first author was able to
successfully enlarge the definition of local regularization in order to develop a new method
found to be both stable and convergent for all ν-smoothing Volterra problems, ν = 1, 2, . . . .

With this finding, there is renewed motivation for exploring other possibilities for the local
regularization of general ν-smoothing Volterra problems. The purpose of this paper is to
extend some of the ideas in [12] to show how the new generalized local regularization method
may be applied in completely new contexts.
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In section 2, we show how sequential Tikhonov regularization (the theory of which
has been limited to discretized 1-smoothing problems until now [13]) may be viewed as an
extension of the theory of [12]. The importance of this extension is that two regularization
parameters result: the usual local regularization parameter r controls the size of the local
problem while a local Tikhonov parameter α controls the amount of regularization to be
applied in each subproblem. This approach suggests a wavelet type of regularization method
with r controlling spatial resolution and α controlling frequency resolution. In addition,
variable local control over the amount of regularization is possible if α is allowed to vary
over the domain of the problem. This feature has been illustrated in numerical examples
in [10, 14, 15] for sequential Tikhonov and other sequential local methods in the case of A
1-smoothing; in this paper we extend these results to general ν-smoothing Volterra problems
in the case of constant α. In addition to local/sequential Tikhonov regularization, the theory
in section 2 also applies to any classical regularization method (Landweber, truncated singular
value expansion, etc) applied in a sequential manner.

In section 3, we show how another local regularization method, ‘future polynomial
regularization’ [1], can be viewed as a special case of the general framework of [12] in the
1-smoothing case. The link between the two methods is directly due to the fact that the theory
in [12] allows for the used of signed measures.

Finally, in section 4 we extend the results of [12] and of section 2 to nonlinear Volterra
problems of Hammerstein type.

1.1. Generalized local regularization of linear Volterra problems

Because this paper serves to extend the ideas in [12], we will briefly recall here the ideas of
the local regularization method introduced in that reference for linear Volterra operators.

We will let r ∈ (0, r̄] denote a small parameter and assume that equation (1) holds on an
extended interval [0, T + r̄] for sufficiently small r̄ > 0 fixed. If data are not available past
the original interval then this can always be accomplished by simply decreasing the size of T
slightly. Then the ‘true’ solution ū of (1) satisfies∫ t+ρ

0
k(t + ρ − s)u(s) ds = f (t + ρ), t ∈ [0, T ], ρ ∈ [0, r].

If we split the integral at t and make a change of integration variable we then have∫ t

0
k(t + ρ − s)u(s) ds +

∫ ρ

0
k(ρ − s)u(t + s) ds = f (t + ρ), t ∈ [0, T ], ρ ∈ [0, r].

(7)

For each t ∈ [0, T ], the ρ variable serves to advance the equation slightly into the future. We
introduce a Borel measure ηr = ηr(ρ) in order to ‘consolidate’ this future information; that
is, we integrate both sides of the above equation with respect to ηr(ρ) and obtain∫ t

0

∫ r

0
k(t + ρ − s) dηr(ρ) u(s) ds +

∫ r

0

∫ ρ

0
k(ρ − s)u(t + s) ds dηr(ρ)

=
∫ r

0
f (t + ρ) dηr(ρ), t ∈ [0, T ]. (8)

Equation (8) is still satisfied by ū exactly; it is when the ‘ideal’ data f are replaced by a
perturbation f δ that a regularized form of the equation is needed in order to find a suitable
approximation of ū. In [12] the regularized form of equation (8) is obtained by replacing
u(t + s) by u(t) in the second term in equation (8), as if the goal is to hold u constant
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(temporarily) on the small local interval of length [t, t + r]. The length r of this local interval
becomes the regularization parameter for this method.

In the case of perturbed data f δ , the regularized equation is then given by

aru(t) +
∫ t

0
k̃r (t − s)u(s) ds = f̃ δ

r (t), t ∈ [0, T ], (9)

where

k̃r (t) =
∫ r

0
k(t + ρ) dηr(ρ), f̃ δ

r (t) =
∫ r

0
f δ(t + ρ) dηr(ρ), (10)

ar =
∫ r

0

∫ ρ

0
k(ρ − s) ds dηr(ρ). (11)

Sufficient conditions for stability and convergence of solutions uδ
r to ū include the hypotheses

on the measures ηr given below:

(H1) For j = 0, 1, . . . , ν, there is some σ ∈ R and cj = cj (ν) ∈ R independent of r, cν > 0,
such that

∫ r

0
ρj dηr(ρ) = rj+σ (cj + O(r)), as r → 0. (12)

(H2) The parameters cj , j = 0, 1, . . . , ν in (H1) satisfy the condition that all roots of the
polynomial pν(λ) = cν

ν! λ
ν + cν−1

(ν−1)!λ
ν−1 + · · · + c1

1! λ + c0
0! have negative real part.

(H3) There exists a C̃ > 0 independent of r such that
∣∣∫ r

0 g(ρ) dηr(ρ)
∣∣ � C̃‖g‖∞rσ , for all

g ∈ C[0, r] and all r > 0 sufficiently small.

As was shown in [12], one may find an infinite number of continuous and discrete families
{ηr}r>0 of measures which are easily constructed and which satisfy (H1)–(H3). Further, under
this construction we have from [12] that

∣∣uδ
r(t) − ū(t)

∣∣ � C1
δ

rν
+ C2r

µ, t ∈ [0, T ],

(for some C1, C2 � 0 and for µ the Hölder exponent on ū in (6)) so that the choice

r = r(δ) ∼ δ
1

µ+ν

gives
∥∥uδ

r − ū
∥∥

∞ = O
(
δ

µ

µ+ν

) → 0 as δ → 0.

2. Sequential classical regularization methods for linear problems

Here we will extend the theory outlined in section 1.1 to sequential versions of classical
regularization methods such as Tikhonov regularization. Although more general nonlinear
problems will be considered in section 4 our work in this section will be for the case of the
ν-smoothing linear operator A as given by (2) and (4).



Local regularization of Hammerstein equations 1777

2.1. Sequential Tikhonov regularization applied to a discrete form of (1)

In [13] the idea of sequential Tikhonov regularization was introduced for the regularized
solution of discretized first-kind Volterra problems. The idea in that paper was that the
original problem (1) when discretized typically generates a matrix system of the form

Au = f, (13)

with f = (fi) ∈ R
N and A ∈ R

N×N nonsingular, lower-triangular, and Toeplitz, i.e.,

A =




a1 0 · · · 0
a2 a1 · · · 0
...

...
. . .

...

aN aN−1 · · · a1


 .

Standard Tikhonov regularization applied to (13) requires the solution of the minimization
problem

min
u∈R

N

{‖Au − f‖2
R

N + α‖u‖2
R

N

}
,

where α > 0 is a given parameter, or equivalently of the system

(A�A + αI)u = A�f, (14)

where the leading matrix in (14) no longer retains the lower-triangular structure of A.
In contrast, sequential (local) Tikhonov regularization preserves the structure of the

Volterra problem and thus leads to a more efficient approach [13]. We motivate this method
in what follows. Assuming that u1, u2, . . . , ui−1 have already been found, we note that the
vector u(i)

R

u(i)
R = (ui, ui+1, . . . , ui+R−1)

�,

containing the next R components of u (for 1 � R 	 N, i � N − R + 1), is the solution of a
smaller subproblem

ARu(i) = f(i)
R , (15)

where AR is the leading R × R submatrix of A, u(i) ∈ R
R , and the vector f(i)

R =(
f

(i)
1 , . . . , f

(i)
R

)� ∈ R
R is given for i � 2 by

f
(i)
k = fi+k−1 −

i−1∑
j=1

ai+k−juj , k = 1, . . . , R,

with the components of f(1)
R given by f

(1)
k = fk, k = 1, . . . , R. We then apply Tikhonov

regularization to the smaller subproblem (15) and find the vector u(i)
R,α ∈ R

R which solves the
reduced-dimension regularization problem

u(i)
R,α = (

A�
RAR + αI

)−1
A�

R f(i)
R , (16)

where now I denotes the R
R×R identity. For R small, only the first few components of u(i)

R,α are

reliable estimates of u(i)
R since it is well known that numerical solutions of Volterra problems

are less accurate towards the end of the reconstruction interval. We therefore approximate

ui = 〈
u(i)

R,α, xR

〉
R

R

for some xR ∈ R
R satisfying

〈1, xR〉
R

R = 1, 1 = (1, 1, . . . , 1)�,
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so that the approximate solution ui at the end of the ith step is constructed using a weighted
sum of the components of u(i)

R,α (although the ‘weights’ may actually be negative). The vector

u(i)
R,α is no longer needed after this point and is discarded before solving the next local Tikhonov

problem (i.e., (16) with i now replaced by i + 1). Although more general choices of xR are
possible, we note that xR = (1, 0, . . . , 0)� was used in [13] so that only the first component
of the solution of (16) was retained at the end of the ith step.

It is worth clarifying that sequential Tikhonov regularization is not merely a matter
of a decomposition of the original matrix system into smaller subproblems, with standard
Tikhonov regularization applied independently to each small problem. Rather the method
performs Tikhonov regularization on small overlapping problems updating the definition of
each subproblem as new information about the solution is determined [13].

The stability and convergence of this method was established in [13] for the discrete
version of the problem in the 1-smoothing case. Numerical examples for 1-smoothing and
2-smoothing problems may be found in [10] and for an infinitely smoothing problem (the
inverse heat conduction problem) in [13]. Below we formulate a continuous version of
the sequential Tikhonov regularization method and prove stability and convergence of the
method for all ν-smoothing operators A. In addition the theory is formulated so that other
sequential regularization methods (such as a sequential Landweber method) are possibilities
as well.

2.2. Sequential regularization in the setting of the continuous problem

The idea of a sequential classical regularization method for the continuous problem (1) can
be motivated starting from equation (7) in section 1.1. If we momentarily fix t ∈ [0, T ] and
assume that u is already known on [0, t), then equation (7) can be viewed as an equation of
Volterra type restricted to the interval [0, r] only, that is,

Arut (ρ) = F δ
t,r (ρ), a.a. ρ ∈ [0, r]. (17)

where Ar is the bounded linear operator on L2(0, r) given by

Arv(ρ) =
∫ ρ

0
k(ρ − s)v(s) ds, v ∈ L2(0, r), (18)

and ut , F
δ
t,r ∈ L2(0, r) are defined for a.a. ρ ∈ [0, r] via

ut (ρ) = u(t + ρ), (19)

F δ
t,r (ρ) = f δ(t + ρ) −

∫ t

0
k(t + ρ − s)u(s) ds (20)

(where we have already replaced f by f δ in (7)). But the local problem (17) is still ill-posed;
making use of classical Tikhonov regularization for this problem results in an approximation
uδ

t (·; r, α) ∈ L2(0, r),

uδ
t (·; r, α) = (A�

rAr + αI)−1A�
rF

δ
t,r

for I the identity on L2(0, r). Or, for a more general classical regularization method we would
instead define

uδ
t (·; r, α) = Rα(A�

rAr )A�
rF

δ
t,r , (21)

where the compact self-adjoint operator Rα(A�
rAr ) on L2(0, r) is defined in the usual way

using a family {Rα} of continuous functions Rα : [0,	] �→ R, for some 	 ∈ (0, 1], satisfying
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(R1) Rα(t) → 1/t as α → 0 for each t > 0;
(R2) |tRα(t)| � C, t ∈ [0,	], α > 0;
(R3) t |1 − tRα(t)| � ω(α), t ∈ [0,	], where ω(α) → 0 as α → 0.

(See [6, 8].) We note that typically Rα is defined on the interval [0, ‖Ar‖2], however for Ar

ν-smoothing we will have from (28) below that ‖Ar‖ = O(rν) so that we may pick 	 ∈ (0, 1]
such that the domain [0,	] is valid for sufficiently small r > 0. It is also worth nothing that
for Tikhonov regularization, Rα(t) = 1/(t + α), C = 1 and ω(α) = α.

For each fixed t we will not need to make use of all of ut (·; r, α) obtained in (21) but
instead retain only the information obtained in the scalar quantity〈

uδ
t (·; r, α), χr

〉
r

(22)

to approximate the value of ū at t. Here 〈·, ·〉r denotes the usual inner product on L2(0, r)

and χr is a suitably selected L2(0, r) function with the property that 〈1, χr〉r = 1 for
1(ρ) = 1, ρ ∈ [0, r]. This discussion motivates the following as a regularized approximating
equation for ū on all of [0, T ] (not just at fixed t); that is, we seek u = uδ

r,α : [0, T ] �→ R

satisfying

u(t) = 〈
uδ

t (·; r, α), χr

〉
r
, a.a. t ∈ [0, T ],

or

u(t) = 〈
Rα(A�

rAr )A�
rF

δ
t,r , χr

〉
r

= 〈
F δ

t,r ,ArRα(A�
rAr )χr

〉
r

= 〈
F δ

t,r , Rα(ArA�
r )Arχr

〉
r

(see for example section 2.1 of [8]). Then using the definition of F δ
t,r in (20), it is not difficult

to see that u = uδ
r,α is the (unique) solution of the well-posed second-kind Volterra equation

u(t) +
∫ t

0
k̃r,α(t − s)u(s) ds = f̃ δ

r,α(t), a.a. t ∈ [0, T ], (23)

where

k̃r,α(t) =
∫ r

0
k(t + ρ)Rα(ArA�

r )Arχr(ρ) dρ, (24)

f̃ δ
r,α(t) =

∫ r

0
f δ(t + ρ)Rα(ArA�

r )Arχr(ρ) dρ, (25)

for t ∈ [0, T ]. The remaining issue is how to select χr and the regularization parameters
r = r(δ), α = α(δ) so that uδ

r(δ),α(δ) → ū as the noise level δ in the data goes to zero.

2.3. Preliminary definitions and some technical results

Before turning to the statement of the main convergence result in theorem 2.1, we will first
make some assumptions which will hold for the remainder of the section. We will henceforth
let T = 1 so that (1) is defined on [0, 1]. In addition we will let B denote the compact operator
on L2(0, 1) defined for a.a. t ∈ [0, 1] by

Bv(t) =
∫ t

0

(t − s)ν−1

(ν − 1)!
v(s) ds, v ∈ L2(0, 1),

and note that B is a perturbation of the ν-smoothing operator A.
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We will assume that ψ is an L2(0, 1) function which satisfies hypothesis (H) given below:

(H) For j = 0, 1, . . . , ν,∫ 1

0
BB�ρjψ(ρ) dρ = cj ,

where cν > 0 and where the polynomial

p(λ) =
ν∑

j=0

cj

j !
λj

has ν roots λj , j = 1, 2, . . . , ν, all with negative real part.

Our first lemma shows that we may always find ψ satisfying hypothesis (H) and in fact we
have a sufficiently large selection of ψ to allow for the roots of p to be placed anywhere we
wish on the negative real axis.

Lemma 2.1. Let c̄ > 0 and mi > 0 for i = 1, 2, . . . , ν. Then we may find ψ satisfying (H)
with cν = c̄ and such that the roots λi of p are given by λi = −mi, i = 1, 2, . . . , ν.

Proof. Let di denote the coefficients of the polynomial P(λ) = ∏ν
i=1(λ + mi), i.e.,

λν + dν−1λ
ν−1 + · · · + d1λ + d0 =

ν∏
i=1

(λ + mi).

Then we seek the vector a = (a0, a1, . . . , aν)
� such that the polynomial ψ defined by

ψ(ρ) = ∑ν

=0 a
ρ


 satisfies cj ≡ ∫ 1
0 BB�ρjψ(ρ) dρ = j !c̄dj /ν!, for j = 0, 1, . . . , ν

(dν = 1). Defining d = (
0! c̄

ν!d0, 1! c̄
ν!d1, . . . , (ν − 1)! c̄

ν!dν−1, c̄
)�

, the vector a satisfies
Ha = d where H is the (ν + 1)-square matrix with entries

Hi,j =
∫ 1

0
BB�ρiρj dρ =

∫ 1

0
B�ρiB�ρj dρ ≡ (ρi, ρj )B� ,

and (·, ·)B� is a valid inner product on L2(0, 1) from the injectivity of B�. It follows that H is
a Gram matrix for the independent functions ρi, i = 0, 1, . . . , ν and as such is nonsingular.
Thus ψ satisfies (H) with cν = c̄ and p(λ) = c̄

ν!P(λ). �

We will use any ψ satisfying hypothesis (H) to construct the χr needed in our local
regularization method. The following lemma is needed in this construction.

Lemma 2.2. For any ψ ∈ L2(0, 1) satisfying (H) and ψr ∈ L2(0, r) given by

ψr(ρ) = ψ(ρ/r), a.a. ρ ∈ [0, r], (26)

the quantity br ∈ R defined by

br ≡ 〈1,A�
r (ArA�

r )ψr〉r (27)

is positive for all r > 0 sufficiently small. Here Ar is given by (18).

Proof. Since br = 〈(ArA�
r )Ar1, ψr〉r we have

br =
∫ r

0

(∫ ρ

0
k(ρ − s)

∫ r

s

k(τ − s)

∫ τ

0
k(τ − w) dw dτ ds

)
ψr(ρ) dρ

= r4
∫ 1

0

(∫ ρ

0
k(r(ρ − s))

∫ 1

s

k(r(τ − s))

∫ τ

0
k(r(τ − w)) dw dτ ds

)
ψ(ρ) dρ.
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But k is ν-smoothing so for t ∈ [0, 1] we have [12]

k(t) = tν−1

(ν − 1)!
+ h(t), |h(t)| � ‖k(ν)‖∞tν

ν!
,

or

k(rt) = rν−1

(
tν−1

(ν − 1)!
+ O (r)

)
(28)

for all t ∈ [0, 1]. Thus for v ∈ L2(0, 1),∫ ρ

0
k(r(ρ − s))v(s) ds = rν−1

[∫ ρ

0

(ρ − s)ν−1

(ν − 1)!
v(s) ds + O(r)

]

= rν−1 [Bv(ρ) + O(r)] , ρ ∈ [0, 1], (29)

from which it follows that

br = r4r3(ν−1)

[∫ 1

0
BB�(B1)(ρ)ψ(ρ) dρ + O(r)

]

= 1

ν!
r3ν+1

[∫ 1

0
BB�ρνψ(ρ) dρ + O(r)

]
.

We conclude from assumption (H) that

br = cν

ν!
r3ν+1(1 + O(r)) > 0

for all r > 0 sufficiently small. �

2.4. Definition of χr and convergence results

As indicated earlier, we will prove that the sequential (local) regularization method converges
for the right choice of χr , provided that the regularization parameters r and α are also selected
appropriately. The idea behind the theory is that the choice of χr should lead to a signed
measure ηr which fits into the context of section 1.1.

Theorem 2.1. Let ψr ∈ L2(0, r) be given by (26) where ψ ∈ L2(0, 1) satisfies hypothesis (H),
and for α > 0 let {Rα} denote a family of continuous functions Rα : [0,	] �→ R satisfying
(R1)–(R3) for some 	 ∈ (0, 1]. We will let uδ

r,α denote the solution of (23) constructed using
χr ∈ L2(0, r) defined by

χr(ρ) = 1

〈1,A�
r (ArA�

r )ψr〉r A
�
r (ArA�

r )ψr, (30)

and using data f δ satisfying (5). Let ū denote the true solution of (1) which we assume satisfies
the Hölder condition (6). Then there is a constant Ĉ > 0 (depending on the cj defined in (H)
and independent of r and α) such that if ‖k(ν)‖∞ < Ĉ and if r = r(δ) is selected satisfying

r(δ) ∼ δ
1

µ+ν

as δ → 0 and α = α(δ) is selected to ensure α(δ) → 0 and

ω(α(δ)) = O
(
δ

2ν+1
µ+ν

)
as δ → 0, it follows that∥∥uδ

r(δ),α(δ) − ū
∥∥

∞ = O
(
δ

µ

µ+ν

)
as δ → 0.
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Proof. We will assume that α = α(r) has been selected so that α(r) → 0 and

ω(α(r)) = O(r2ν+1),

as r → 0, so that now r remains as the only regularization parameter. We define a signed
measure ηr on [0, r] via∫ r

0
g(ρ) dηr(ρ) =

∫ r

0
g(ρ)Rr(ArA�

r )(ArA�
r )

2ψr(ρ) dρ,

for g ∈ L∞(0, r), where here and henceforth we simplify notation by writing

Rr ≡ Rα(r),

and we will show that ηr satisfies conditions (H1)–(H3). First, for j = 0, 1, . . . , ν,∫ r

0
ρj dηr(ρ) =

∫ r

0
ρjRr(ArA�

r )(ArA�
r )

2ψr(ρ) dρ

=
∫ r

0
ρj [Rr(ArA�

r )(ArA�
r )

2ψr(ρ) − ArA�
rψr(ρ)] dρ

+
∫ r

0
ρjArA�

rψr(ρ) dρ (31)

where in the second term in (31) we have∫ r

0
ρjArA�

rψr(ρ) =
∫ r

0
(ArA�

rρ
j )ψr(ρ)

=
∫ r

0

(∫ ρ

0
k(ρ − s)

∫ r

s

k(τ − s)τ j dτ ds

)
ψr(ρ) dρ

= rj+3
∫ 1

0

(∫ ρ

0
k(r(ρ − s))

∫ 1

s

k(r(τ − s))τ j dτ ds

)
ψ(ρ) dρ

= rj+3+2(ν−1)

[∫ 1

0
(BB�ρj )ψ(ρ) dρ + O(r)

]

= rj+(2ν+1)(cj + O(r)) (32)

from (29) and the construction of ψ . The first term in (31) satisfies∣∣∣∣
∫ r

0
ρj [Rr(ArA�

r )(ArA�
r )

2ψr(ρ) − ArA�
rψr(ρ)] dρ

∣∣∣∣
�

(∫ r

0
ρ2j dρ

)1/2

‖Rr(ArA�
r )(ArA�

r )
2ψr − ArA�

rψr‖r

=
(

r2j+1

2j + 1

)1/2

‖(ArA�
r )[I − (ArA�

r )Rr(ArA�
r )]ψr‖r

� rj+ 1
2√

2j + 1
ω(α(r))‖ψr‖r

� rj+ 1
2√

2j + 1
C̄r2ν+1r

1
2 ‖ψ‖

= rj+(2ν+1) C̄r√
2j + 1

‖ψ‖, (33)

for some constant C̄ > 0 and where ‖·‖r and ‖·‖ denote the norms on L2(0, r) and L2(0, 1)

respectively. It follows from (32) and (33) that∫ r

0
ρj dηr(ρ) = rj+σ (cj + O(r)), j = 0, 1, . . . , ν,
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for σ = 2ν +1 where the assumptions on the coefficients cj are given in (H). Thus the measure
ηr satisfies conditions (H1)–(H2) from section 1.1. Further, for g ∈ C[0, r],∣∣∣∣

∫ r

0
g(ρ) dηr(ρ)

∣∣∣∣ =
∣∣∣∣
∫ r

0
g(ρ)Rr(ArA�

r )(ArA�
r )

2ψr(ρ) dρ

∣∣∣∣
� ‖g‖r‖Rr(ArA�

r )(ArA�
r )

2ψr‖r

� r
1
2 ‖g‖∞C‖ArA�

rψr‖r

where we have used hypothesis (R2). Again applying (29) we have

‖ArA�
rψr‖2

r = r5
∫ 1

0

(∫ ρ

0
k(r(ρ − s))

∫ 1

s

k(r(τ − s))ψ(τ) dτ ds

)2

dρ

= r5r4(ν−1)

[∫ 1

0
(BB�ψ(ρ))2 dρ + O(r)

]

� r5r4(ν−1)[‖BB�‖2‖ψ‖2 + O(r)]

= ‖ψ‖2O(r4ν+1)

as r → 0, so that∣∣∣∣
∫ r

0
g(ρ) dηr(ρ)

∣∣∣∣ = r
1
2 ‖g‖∞‖ψ‖O(

r2ν+ 1
2
)

� C̃‖g‖∞rσ ,

for some C̃ > 0. Therefore the measure ηr satisfies (H3) from section 1.1 as well.
Using the definition of χr in (30) we know that for g ∈ C[0, r]∫ r

0
g(ρ)Rr(ArA�

r )Arχr(ρ) dρ = 1

br

∫ r

0
g(ρ)Rr(ArA�

r )(ArA�
r )

2ψr(ρ) dρ

= 1

br

∫ r

0
g(ρ) dηr(ρ)

where br defined by (27) is positive. We may therefore rewrite equation (23) in u = ur,α(r) as
follows:

bru(t) +
∫ t

0

∫ r

0
k(t + ρ − s) dηr(ρ)ur(s) ds =

∫ r

0
f δ(t + ρ) dηr(ρ),

for t ∈ [0, 1], or

bru(t) +
∫ t

0
k̃r (t − s)u(s) ds = f̃ δ

r (t), t ∈ [0, 1], (34)

where k̃r and f̃ δ
r are given by (10) in section 1.1.

We note that equation (34) is the same as equation (9) in section 1.1 except for the fact
that here br replaces ar as the factor in front of ū(t). In fact, ar in (11) satisfies

ar = 〈Ar1, Rr(ArA�
r )(ArA�

r )
2ψr〉r ,

so that again using (R3)

|br − ar | = |〈Ar1, (ArA�
r )ψr − Rr(ArA�

r )(ArA�
r )

2ψr〉r |
� ‖Ar1‖r C̄r2ν+1r1/2‖ψ‖

where

‖Ar1‖2
r =

∫ r

0

(∫ ρ

0
k(ρ − s) ds

)2

dρ

= r3
∫ 1

0

(∫ ρ

0
k(r(ρ − s)) ds

)2

dρ

= r3r2(ν−1)

[∫ 1

0
(B1(ρ))2 dρ + O(r)

]
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so that ‖Ar1‖r = O(rν+1/2) and |br − ar | = O(r3ν+2). From lemma 2.1 of [12] (where αr in
that paper corresponds to ar here) we further have that

ar = cν

ν!
rν+(2ν+1)(1 + O(r)) > 0,

for all r sufficiently small, because ηr satisfies (H1)–(H3). It therefore follows that

|br − ar |
|ar | = O(r) (35)

as r → 0, so that the leading terms in equation (34) above and equation (9) from section 1.1
are quite close.

Now the true solution ū of (1) satisfies equation (7) so integrating this equation with
respect to the measure ηr we have

br ū(t) +
∫ r

0

∫ t

0
k(t + ρ − s)ū(s) ds dηr(ρ) +

∫ r

0

∫ ρ

0
k(ρ − s)ū(t + s) ds dηr(ρ)

=
∫ r

0
f (t + ρ) dηr(ρ) + br ū(t), t ∈ [0, 1],

or

br ū(t) +
∫ t

0
k̃r (t − s)ū(s) ds =

∫ r

0
f (t + ρ) dηr(ρ)

+ (br − ar)ū(t) +
∫ r

0

∫ ρ

0
k(ρ − s)[ū(t) − ū(t + s)] ds dηr(ρ).

Letting yr(t) = ur(t) − ū(t), the error equation in yr becomes

bry(t) +
∫ t

0
k̃r (t − s)y(s) ds =

∫ r

0
[f δ(t + ρ) − f (t + ρ)] dηr(ρ) + (ar − br)ū(t)

+
∫ r

0

∫ ρ

0
k(ρ − s)[ū(t + s) − ū(t)] ds dηr(ρ)

or

Kr � yr(t) + yr(t) = F̄ δ
r (t),

where for t ∈ [0, 1],

Kr(t) ≡ 1

br

k̃r (t) = 1

br

∫ ρ

0
k(t + ρ) dηr(ρ),

F̄ δ
r (t) ≡ 1

br

(∫ r

0
[f δ(t + ρ) − f (t + ρ)] dηr(ρ) + (ar − br)ū(t)

+
∫ r

0

∫ ρ

0
k(ρ − s)[ū(t + s) − ū(t)] ds dηr(ρ)

)
.

Then using arguments like those in lemma 3.1 from [12], we are able to show

K(p)
r (t) = r−(σ+ν) ν!

cν

∫ r

0
k(p)(t + ρ) dηr(ρ)(1 + O(r)), p = 0, . . . , ν, (36)

K(p)
r (0) = ν!

(ν − (p + 1))!

r−(p+1)

cν

[cν−(p+1) + O(r)], p = 0, . . . , ν − 1, (37)

∣∣F δ
r (t)

∣∣ � C1
δ

rν
+ C2r

µ, t ∈ [0, T ], (38)
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for nonnegative constants C1 and C2 independent of r, σ = 2ν + 1, µ ∈ (0, 1] the Hölder
exponent for ū, and δ given in (5). Along with the arguments in lemma 3.1 of [12] we have
used (35) and the fact that

1

br

= 1

ar

(1 + O(r))

as r → 0. We then have enough conditions to guarantee that theorem 3.1 of [12] holds, or
that the results of this theorem are true. �

Remark 2.1. We note that the conditions on ū and f δ may be relaxed somewhat and refer the
reader to [12] for more details.

3. Future polynomial regularization methods

In the ‘future polynomial regularization method’ [1, 2], the idea is to regularize at each
sequential step by finding a (low degree) polynomial which solves the local problem in a
least-squares sense; this approach generalizes some of the ideas of [9] where regularization
was handled through the use of a zero-degree polynomial. The theory underlying the future
polynomial method was established for 1-smoothing operators in [2] for the discrete case and
later in [1] for the continuous case. The work in [2] predates the work in [12] and was the first
time that a sequential local regularization method made use of a signed measure. Although
the theory in [12] was developed in order to address difficulties raised in [16], it is interesting
to note that in fact the signed measures defined in [12] for the continuous Volterra problem
include the measure used in [1] as a special case, at least when A is 1-smoothing.

Assuming that u is already known on the interval [0, t) the idea in [1] is to find the best
d-degree polynomial pd which solves (17) in least-squares sense on [t, t + r]; after a change
of coordinates to the interval [0, r], the value of pd(0) is then used to approximate the value of
u at t. If we write pd(ρ) = ∑d


=0 b
ρ

 then pd(0) = b0 where b = (b0, b1, . . . , bd)

� solves
the matrix equation

Cb = e
(
F δ

t,r

)
(39)

where

C = (c0 | c1 | · · · | cd),

cj = (cij )
d
i=0 ∈ R

d+1, cij = 〈Arρ
i,Arρ

j 〉r ,
e(g) = (ei(g))di=0 ∈ R

d+1, ei(g) = 〈g,Arρ
i〉r ,

for g ∈ C[0, r] and j = 0, . . . , d (here Ar and F δ
t,r are defined in (18) and (20), respectively).

If we approximate u(t) via pd(0) = b0, then this idea can be used to motivate the use of an
approximating second-kind equation of the form (9) where the measure ηr arises from the use
of Cramer’s Rule to find b0 in the solution of (39) [1]. The measure can be written as follows:∫ r

0
g(ρ) dηr(ρ) = det D(g) (40)

g ∈ C[0, r], where D(g) is (d + 1)-square,

D(g) = (dij (g)) = (e(g) | c1 | · · · | cd).

Theorem 3.1. The signed Borel measure ηr defined by (40) satisfies hypotheses (H1)–(H3) in
the case of A 1-smoothing, so that the convergence/stability results of [12] also apply to the
future polynomial regularization method in this case.
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Proof. We note that for A 1-smoothing

cij =
∫ r

0

(∫ ρ

0
si ds

) (∫ ρ

0
sj ds

)
dρ(1 + O(r))

= ri+j+3ki,j (1 + O(r)),

for ki,j independent of r, and similarly

ei(g) = ri+2k̂i (g; r)(1 + O(r))

where k̂i (g; r) = ∫ 1
0 g(rρ)ρi+1 dρ/(i + 1). Thus using the explicit formula for the determinant

(where p denotes a permutation of {0, 1, . . . , d}) we have

∫ r

0
g(ρ) dηr(ρ) =

∑
p

sign(p)


 d∏

j=0

dp(j)j (g)




=
∑

p

sign(p)ep(0)(g)


 d∏

j=1

cp(j)j




=
∑

p

sign(p)rp(0)+2k̂p(0)(g; r)


 d∏

j=1

rp(j)+j+3kp(j),j


 (1 + O(r))

= rσ
∑

p

sign(p)k̂p(0)(g; r)


 d∏

j=1

kp(j),j


 (1 + O(r)),

where σ = 2 +
∑d

j=0 j +
∑d

j=1(j + 3) = d2 + 4d + 2. But |k̂i (g; r)| � ‖g‖∞ 1
(i+2)(i+1)

so it
follows that ∣∣∣∣

∫ r

0
g(ρ) dηr(ρ)

∣∣∣∣ � Ĉrσ‖g‖∞

and (H3) is satisfied. For (H1) and (H2) we let g(ρ) = ρ
 for 
 = 0, 1 and compute

k̂i (ρ

, r) = 1

i + 1

∫ 1

0
(rρ)
ρi+1 dρ = r


(i + 1)(i + 
 + 2)

so that for i = 0, 1,∫ r

0
ρi dηr(ρ) = rσ+ici(1 + O(r)),

where c0 and c1 are independent of r. Note that c1 > 0 since rσ+1c1(1 + O(r)) = det D(ρ) =
det C(1 +O(r)) > 0 for r sufficiently small; here we have used the fact that coordinates in the
first column of C satisfy c0j = 〈Ar1,Arρ

j 〉r = 〈ρ,Arρ
j 〉r (1 + O(r)) = ej (ρ)(1 + O(r)) =

d0,j (ρ)(1 + O(r)). In addition, c0 > 0 follows from the proof of lemma 4 of [1] where it is
shown that x1 ≡ (∫ r

0 1 dηr(ρ)/det C
)
(1 + O(r)) satisfies x1 > 0 for all r sufficiently small.

Thus (H1) holds and since the root λ of the polynomial p1 in (H2) is given by λ = −c0/c1 < 0,
hypothesis (H2) holds as well. �

4. Application to nonlinear Hammerstein equations

We now turn to the nonlinear Hammerstein equation (1) where A is defined by (3) with
the kernel k of A satisfying the usual ν-smoothing condition. We assume further that
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S : [0, T ] × R �→ R is continuous with

(S1)

lim
x→+∞ S(t, x) = +∞, lim

x→−∞ S(t, x) = −∞, t ∈ [0, T ],

(S2)

(S(t, x) − S(t, y))(x − y) > 0, for all t ∈ [0, T ] and x, y ∈ R with x �= y.

Then for f sufficiently smooth there exists a unique solution ū ∈ C[0, T ] of the nonlinear
Hammerstein equation. This fact follows from an application of theorem 3 of [5] to the
equation which results after (1) has been differentiated ν − 1 times.

Using the same approach as in section 1.1, we assume that ū satisfies the Hammerstein
equation on the extended interval [0, T + R] so that we may define the following nonlinear
regularized approximating equation

arS(t, u(t)) +
∫ t

0
k̃r (t − s)S(s, u(s)) ds = f̃ δ

r (t), t ∈ [0, T ], (41)

where ar, k̃r and f̃ δ
r are given by (10)–(11) using a signed measure ηr satisfying (H1)–(H3).

But if we let �(t) = S(t, u(t)), equation (41) is nothing more than equation (9) in the new
variable �(t), i.e.,

ar�(t) +
∫ t

0
k̃r (t − s)�(s) ds = f̃ δ

r (t), t ∈ [0, T ]. (42)

Then for f δ ∈ C[0, T + R], there exists a unique solution �δ
r ∈ C[0, T ] of (42); further

using (S1) and (S2) it is not difficult to show that there exists a unique uδ
r ∈ C[0, T ] such that

S
(
t, uδ

r (t)
) = �δ

r (t), t ∈ [0, T ] [5]. Thus there is a unique solution uδ
r of the approximating

equation (41). The convergence of uδ
r to ū follows from the results in [12] and is made precise

in the following theorem:

Theorem 4.1. Consider the nonlinear Hammerstein problem (1) with ν-smoothing A given
by (3) where S, St , Sx : [0, T + R] × R �→ R are continuous with St , Sx bounded on bounded
subsets of [0, T +R]×R, S satisfies (S1) and (S2) for t ∈ [0, T +R], and the unique solution ū

of (1) satisfies the usual Hölder condition (6) on [0, T + R]. We assume further that S satisfies
(S3):

(S3) There exists γ > 0 such that (S(t, x) − S(t, y))(x − y) � γ |x − y|2, for all t ∈
[0, T + R] and x, y ∈ B,

where the convex open bounded set B ∈ R satisfies ū(t) ∈ B for t ∈ [0, T + R].
Let {ηr} be a family of signed Borel measures satisfying hypotheses (H1)–(H3) for all

r ∈ (0, R]. Then there is a constant Ĉ > 0 (depending only on the ci defined in (H1) and
independent of r) such that if ‖k(ν)‖∞ < Ĉ, then for all t ∈ [0, T ] and in the case of exact
data f we have for t ∈ [0, T ],

|ur(t) − ū(t)| = O(rµ) → 0 as r → 0. (43)

If in addition f δ ∈ C[0, T + R] satisfies (5) then the choice

r = r(δ) ∼ δ
1

µ+ν (44)

gives ∣∣uδ
r(t) − ū(t)

∣∣ = O
(
δ

µ

µ+ν

)
as δ → 0, (45)

for t ∈ [0, T ].
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Figure 1. Nonlinear Hammerstein equation with 0%, 0.1% and 1% relative error in the data, with
r = 1/10, 4/10 and 2/3, respectively.

Proof. Since ū satisfies (6) on [0, T+R] the same is true of �̄(t) ≡ S(t, ū(t)) since

|�̄(t) − �̄(s)| � |S(t, ū(t)) − S(s, ū(t))| + |S(s, ū(t)) − S(s, ū(s))|
� K(|t − s| + |ū(t) − ū(s)|) � M|t − s|µ

for suitable constants K,M and µ ∈ (0, 1] given in (6). Then from [12] we have

‖�̄ − �r‖∞ = O(rµ) → 0 as r → 0, (46)

where �r is the solution of (42) in the case of exact data f and �δ
r the solution in the case of

noisy data f δ , with r selected according to (44),∥∥�̄ − �δ
r

∥∥
∞ = O

(
δ

µ

µ+ν

)
as δ → 0.
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Figure 2. Hammerstein problem with nonlinearity violating hypothesis (S3). Approximate
solution using regularization parameter r = 1/10 and 0% relative error in the data (compare to
first graph in figure 1).

Fix t ∈ [0, T ] and let rn → 0 as n → ∞ (in the noise-free case). Then (46) implies{
�rn

(t)
}∞

n=1 is bounded and from (S1) it follows that the sequence
{
urn

(t)
}∞

n=1 uniquely
given by S

(
t, urn

(t)
) = �rn

(t) is also bounded. Let
{
urnk

(t)
}

be any subsequence of{
urn

(t)
}
; this subsequence in turn has a subsequence (which we relabel urnk

) such that urnk
(t)

converges to ū(t), a consequence of the continuity of S and uniqueness of the solution ū(t) of
S(t, ū(t)) = �̄(t). Therefore urn

(t) → ū(t) as n → 0 and for sufficiently large n we have
urn

(t) ∈ B. From (S3) we then have
∣∣ū(t) − urn

(t)
∣∣ � 1

γ

∣∣�̄(t) − �rn
(t)

∣∣ = O
(
rµ
n

) → 0 as n → ∞,

from which (43) follows. Similar arguments give (45). �

Remark 4.1. We note that under hypotheses similar to those made in theorem 4.1, the results of
theorem 2.1 from section 2 also apply to the nonlinear Hammerstein problem. This extension
and the result in theorem 4.1 are consequences of the fact that the Hammerstein problem can be
viewed as a composition of the linear Volterra problem (1)–(2) with the nonlinear problem of
solving �(t) = S(t, u(t)) for u(t). The local regularization of more general nonlinear Volterra
problems obviously requires a different approach as can be seen in the work on (sequential)
local regularization methods for the autoconvolution problem∫ t

0
u(t − s)u(s) = f (t), t ∈ [0, T ],

in [3, 4].

Example 4.1. To illustrate the local regularization method for a nonlinear Hammerstein
equation, we present a numerical example using k(t) = 0.5t2 (a 3-smoothing problem) and
S(t, x) = x3. That is, we wish to solve∫ t

0
0.5(t − s)2u3(s) ds = f (t),

for u. We illustrate in figure 1 the true solution ū(t) = 8(t − 0.4)2 + 1 (dashed curve) and the
regularized approximate solution uδ

r (solid curve), the latter obtained using an f δ with 0%,
0.1% and 1% relative error in f . The collocation-based discretization is based on a subdivision
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of the interval [0, 1] into N = 60 subintervals, while the local regularization interval is given
by [0, r] where r = 1/10, 4/10 and 2/3, respectively. The measure ηr is a density constructed
using discrete measure as described in lemma 2.3 of [12] where the construction has been
made in such a way that the polynomial p3 in (H3) is given by p3(λ) = (λ + 1.35)3.

Example 4.2. We repeat the last example but now shift the true solution down so that it crosses
the t-axis in two places; in this case we use as our true solution ū(t) = 8(t − 0.4)2 − 0.5.
For this ū, hypothesis (S3) on the nonlinearity S(·, ·) is violated. We illustrate in figure 2 the
difference that results (noting in particular the instability that begins to appear when the curve
crosses the t-axis, as compared to the first graph in figure 1) when the same algorithm as that
used in the last example is applied to the noise-free data generated using the new ū as the true
solution.
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