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Abstract

We bound several quantities related to the packing densityof the patterns 1(� + 1)� · · ·2. These
bounds sharpen results of Bóna, Sagan, and Vatter and give a new proof of the packing de
these patterns, originally computed by Stromquist in the case� = 2 and by Price for larger�. We end
with comments and conjectures.
 2004 Elsevier Inc. All rights reserved.

1. Introduction

We say two sequencesp,q of lengthn are of the sametypeif p(i) < p(j) if and only if
q(i) < q(j) for all i, j ∈ [n], that is, ifp andq have the same pairwise comparisons. Fo
n-permutationp and an�-permutationq we letcq(p) denote the number ofl-subsequence
of type q in p, and we say thatp containscq(p) copies of thepatternq . For example
41523 contains exactly two 132-patterns, namely 152 and 153, soc132(41523) = 2.
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We say that ann-permutationp is q-optimal if there is non-permutation with more
copies ofq thanp, and let

Mn,q = cq(p) for aq-optimalp.

Since there are a total of
(
n
�

)
�-subsequences in anyn-permutation, we always hav

0 � Mn,q �
(

n
|q|

)
. The packing densityof a permutationq is defined as

δ(q) = lim
n→∞

Mn,q(
n
|q|

) .

This limit exists because ofthe following theorem. An unpublished proof was given
Galvin and reproduced in Price’s thesis. One can also find the demonstration in a pap
Albert, Atkinson, Handley, Holton, and Stromquist [1].

Theorem 1.1 [1,5]. The ratioMn,q/
(

n
|q|

)
is weakly decreasing.

Stromquist [6] computed the packing density of 132. Using similar techniques,
computed the packing density of the patternsq� = 1(�+1)� · · ·2 for all � � 2. Information
about the packing densities of other patterns can be found in Burstein et al. [3] an
Hästö [4].

Theorem 1.2 [5]. The packing density ofq� is

β = �α(1− α)�−1 (1)

whereα is the unique root of

f�(x) = �x�+1 − (� + 1)x + 1 (2)

in the interval(0,1).

Sincef�(1/(� + 1)) > 0 andf�(1/�) < 0, we have

1

� + 1
< α <

1

�
. (3)

The chart below shows approximate values ofα andβ for small�.

� α β

2 0.366 0.464
3 0.253 0.424
4 0.200 0.410
5 0.167 0.402
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For the rest of the paper, we abbreviateMn,q� to Mn. Price proved Theorem 1.2 b
showing that

Mn(
n

�+1

) = β + O

(
logn

n

)
.

We will reprove Theorem 1.2 by giving precise bounds onMn.

Theorem 1.3. For all n � � � 2,

β
(n − �)�+1

(� + 1)! � Mn � β
(n + δ2,�)

�+1

(� + 1)! ,

where δ2,� is the Kronecker delta(and not to be confused with the packing den
β = δ(q�)).

Note that Theorem 1.2 follows immediately from the theorem just stated by m
dividing all sides by

(
n

�+1

)
and takingn → ∞. Also note that the lower bound follows fro

Price’s calculation of the packing density ofq� and the fact thatMn/
(

n
�+1

)
is decreasing

but we will provide another demonstration in order to give a new proof of Theorem
We will also have other uses for the intermediate results needed to prove both boun

The rest of this paper is structured as follows. In the next section we give
preliminary definitions and previous results which will be needed for our bounds. Sec
is devoted to proofs of bounds involvingMn. In the section following that, we provid
bounds for a related quantity. Often our upperbound proofs from these sections will n
work when� = 2, so Section 5 is devoted to a discussion of that case. Finally, we end
a section of comments and conjectures.

2. Definitions and previous results

We say that a permutation islayeredif it is the concatenation of subwords (thelayers)
where the entries decrease withineach layer, and increase between the layers. For exam
321548769 is a layered permutation with layers 321,54,876, and 9. The only permutation
for which the packing density has been computed are layered or equivalent to layer
permutations under one of the routine symmetries. The following theorem of Strom
is crucial for computing these densities. Its proof may also be found in Price’s thes
and a generalization is proved in [1]. Bóna, Sagan, and Vatter [2] proved a similar
for n-permutations withMn − 1 copies ofq�, for anyl � 2.

Theorem 2.1 [6]. For all layered permutationsq and positive integersn, there is a layered
q-optimaln-permutation.

Layered q�-optimal permutations have the following easily established recu
structure.
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Proposition 2.2 [2]. Let p be a layeredq�-optimaln-permutation whose last layer is o
lengthm. Then the leftmostk = n − m elements ofp form aq�-optimalk-permutation.

The previous proposition implies that

Mn = max
1�k<n

(
Mk + k

(
m

�

))
. (4)

The value ofk that maximizes the right-hand side of (4) will be very import
throughout this paper, so we give it a notation as follows.

Definition 2.3. For any positive integern > �, let kn denote the positive integer for whic
Mk + k

(
m
�

)
is maximal. If there are several integers with this property, letkn be the larges

among them.

Once we have found the packing density ofq� (Theorem 1.2), it is not hard to find th
asymptotic behavior ofkn.

Corollary 2.4 [5]. The limit ofkn/n is α.

We will sharpen this result considerably in Section 4. We will also need s
information aboutβ . First are a couple of extremal expressions forβ .

Lemma 2.5. The quantityβ satisfies

β = max
0�γ�1

(� + 1)γ (1− γ )�−1

1+ γ + γ 2 + · · · + γ �
= min

0�γ�α
βγ � + (1− γ )�.

In factβ = βα� + (1− α)�.

Proof. The maximum expression forβ was given by Price [5] in his proof of Theorem 1.
After rearranging terms andplugging in the definition ofβ , proving the last equation i

equivalent to showing that

�α(1− α)�−1(α� − 1
) + (1− α)� = 0.

Cancelling out(1− α)�−1 leaves the defining equation forα and thus proves the result.
Now to obtain the minimum expression, it suffices to show thatβγ � + (1 − γ )� is an

decreasing function ofγ on the interval[0, α]. It is an easy exercise in calculus to sh
that, in fact, it is decreasing on[0,1/�]. So by (3) we are done.�

In addition, we will need some upper bounds forβ .
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Lemma 2.6. For all � � 2 we have

β �
(

1− 1

�

)�−1

� 1

2
.

Proof. For the first inequality, consider the function

f (x) = �x(1− x)�−1. (5)

Clearly f (α) = β . Furthermore, elementary calculus shows thatf (x) is an increasing
function on the interval[0,1/�], which containsα by (3). Sof (α) � f (1/�) and we are
done with the first bound. For the second inequality we use the usual bounds for alte
series to give

(
1− 1

�

)�−1

� 1− � − 1

�
+ (� − 1)(� − 2)

2�2 = 1

2
− 1

2�
+ 1

�2 � 1

2

when� � 2. �
Bóna et al. gave crude bounds onkn.

Proposition 2.7 [2]. For n > � we have

n − �

� + 1
� kn <

n

l
.

They also found that the sequencekn is “continuous” in the following sense.

Theorem 2.8 (Continuity Theorem [2]).The sequence(kn)n>� diverges to infinity and
satisfies

kn−1 � kn � kn−1 + 1

for all n > l + 1.

The Continuity Theorem will be very usefulfor us because it shows that there are o
two possibilities forkn−1: eitherkn or kn − 1.

Let cn,i denote the number of copies ofq� in an n-permutation whose last layer
of lengthn − i and whose leftmosti elements form aq�-optimal i-permutation. So fo
1 � i < n,

cn,i = Mi + i

(
n − i

)
. (6)
�
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Fig. 1. A plot of the sequence(c30,i )
29
i=1 when � = 2. The sequence begins atc30,1 = 406 and rises to

c30,11 = M30 = 1968, sok30 = 11. It then falls untilc30,24 = 1350 before changing direction one last time.

As in [2], the sequences(Mn)n�1 and(cn,i )
n−1
i=1 will arise repeatedly, so we need to rec

some results about them. We will frequently consider the differencecn,i − cn,i−1, so let us
simplify it now

cn,i − cn,i−1 = Mi − Mi−1 + n − (� + 1)i + 1

�

(
n − i

� − 1

)
. (7)

We will also need the following result about differences of theMn.

Lemma 2.9 [2]. For all n � 0 we have

0 � (Mn+2 − Mn+1) − (Mn+1 − Mn) �
(

n

� − 1

)
.

To conclude our recap of results from [2], we state the Bimodal Theorem. It pla
crucial role in the arguments both in that paper and in this one.

Theorem 2.10 (Bimodal Theorem [2]).For each positive integern > � there is some
integerj > n/� (depending, of course, onn) so that:

(i) cn,i−1 � cn,i if i � kn,
(ii) cn,i−1 > cn,i if kn < i � j ,
(iii) cn,i−1 � cn,i if j < i < n.

Figure 1 illustrates the phenomenon described by the Bimodal Theorem.
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3. Bounds on Mn

For all k � 1, let nk denote the least integern � � + 1 such thatkn = k. As a trivial
example,n1 = � + 1. In general, we always have the following upper bound onnk .

Proposition 3.1. For all k � 2, we have

nk � (� + 1)k − 1.

Proof. Substitutingn = (� + 1)k − 1 and i = k reduces (7) tocn,k − cn,k−1 = Mk −
Mk−1 � 0. By the Continuity Theorem, it suffices to show thatkn � k. Let j be as in the
Bimodal Theorem. By that theorem we know that{cn,i}n−1

i=1 is bimodal with three section
{cn,i}kn

i=1, {cn,i}ji=kn
, and{cn,i}n−1

i=j , where the first and last sections are weakly increas
while the second section is strictly decreasing. Therefore we must have eitherk � kn,
as desired, ork > j . However,j > n/� = ((� + 1)k − 1)/� > k for k � 2, so the latter
possibility cannotoccur, finishing the proof. �

In the next lemma we computenk for all sufficiently smallk.

Lemma 3.2. For all 2 � k � � + 1 we have

nk = (� + 1)k − 1.

Proof. Fix k between 2 and� + 1. Consider first the case when 2� k � �. ThenMk =
Mk−1 = 0 and, by the Continuity Theorem, we havenk − k > � − 1 so

(
nk−k
�−1

)
> 0. We

use (7) to get

0 � cnk,k − cnk,k−1 = nk − (� + 1)k + 1

�

(
nk − k

� − 1

)
,

which yieldsnk � (� + 1)k − 1. The inequality in the other direction is given to us
Proposition 3.1, finishing this case.

Now considerk = � + 1. By Proposition 3.1 again, it suffices to show thatn�+1 �
(� + 1)2 − 1. Using (7) again we get

c(�+1)2−2,�+1 − c(�+1)2−2,� = 1− 1

�

(
�(� + 1) − 2

� − 1

)
< 0,

since

1

�
· �(� + 1) − 2

� − 1
> 1

and the rest of the pairwise quotients in the binomial coefficient only make this term l
Thus, by the Bimodal Theorem, the desired inequality forn�+1 also holds. �
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The next lemma will permit us to get preliminary bounds onkn which will be needed to
get theMn bounds later in this section.

Lemma 3.3. For eachk � 1, the number of values ofn > � for whichkn = k is at least�
and at most� + 1.

Proof. We may assumek � � + 1 since smaller values have already been examined in th
previous lemma.

We begin by showing that there are at least� such values ofn. Let n = nk . So
cn−1,k − cn−1,k−1 < 0. Sincekn � kn+1, we need only to establish thatcn+�−1,k+1 −
cn+�−1,k < 0. Hence it suffices to show that

cn+�−1,k+1 − cn+�−1,k � cn−1,k − cn−1,k−1.

Using (7) and Lemma 2.9 withn = k − 1, we see that the previous inequality will follo
if we can show that

(
k − 1

� − 1

)
− 1

�

(
n + � − k − 2

� − 1

)

� (� + 1)k − 1− (n − 1)

�

[(
n + � − k + 2

� − 1

)
−

(
n − k − 1

� − 1

)]
.

The case� = 2 follows from straightforward computation, so we may assume� � 3 for
the rest of this part of the proof. From Proposition 3.1,

(� + 1)k − 1− (n − 1)

�
� 1

�
> 0.

Because of this and the fact thatn+�−k+2> n−k−1, the last inequality in the previou
paragraph will follow if we can show

(
k − 1

� − 1

)
� 1

�

(
n + � − k − 2

� − 1

)
.

This simplifies to

�(k − 1) · · · (k − � + 1) � (n + � − k − 2) · · · (n − k).

For � � 3 there are sufficiently many factors on both sides of this inequality so that i
be proved if both

k − � + 1 � n − k (8)

and

�(k − 1)(k − 2) � (n + � − k − 2)(n + � − k − 3). (9)
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Both inequalities follow from the upper boundin Proposition 2.7 as follows. For (8) w
have 2k − � + 1< 2k < �k < n. For (9), note�(k − 1)(k − 2) < n(k − 2) while

(n + � − k − 2)(n + � − k − 3) > (�k + � − k − 2)(n + � − k − 3)

= (
(k + 1)(� − 1) − 1

)
(n + � − k − 3)

� (2k − 4)(n − k) > 2(k − 2)
n

2
,

sincek < n/� < n/2. This completes the proof that for allk there are at least� values ofn
for which kn = k.

We would now like to show that for allk there are at most� + 1 values ofn for which
kn = k. We do this by induction onk. Lemma 3.2 gives the result fork � �, so we may
assume thatk > � and that the result is true for all values less thank. Let n = nk , so
cn,k − cn,k−1 � 0. Then by the Continuity Theorem it suffices to show

cn+�+1,k+1 − cn+�+1,k � 0

since that will imply thatkn+�+1 � k + 1. So it will be sufficient to show

cn+�+1,k+1 − cn+�+1,k � cn,k − cn,k−1.

Using (7) and rearranging terms gives the equivalent inequality

(Mk+1 − Mk) − (Mk − Mk−1) � n − (� + 1)k + 1

�

[(
n + � − k

� − 1

)
+

(
n − k

� − 1

)]
.

So by Lemma 2.9, it suffices to show

n − (� + 1)k + 1 = nk − (� + 1)k + 1 � 0

and this is true by Proposition 3.1.�
Combining this result and Proposition 3.1 immediately gives an upper bound forn′

k

which is defined as thelargestvalue ofn such thatkn = k. This will be important for our
lower bound onkn in the next section.

Corollary 3.4. For all k � 1 we have

n′
k � (� + 1)k + � − 1.

We will obtain better bounds onkn in the next section by using our upcoming boun
on the differenceMn −Mn−1. But for the proof of the latter result we need a weaker up
bound which comes from Lemma 3.3.
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Lemma 3.5. For all n � (� + 1)� we have

kn � n − �

�
.

Proof. Using Lemma 3.2, it is easy to see that this result holds for(� + 1)� � n �
(� + 1)2 − 1. To finish the demonstration, it suffices to prove the result for eachnk where
k > � + 1. We may assume, by induction onk, that k − 1 � (nk−1 − �)/�. Now, by
Lemma 3.3,nk � nk−1 + � which combines with the previous inequality to complete
proof. �

We will also need a technical corollary of the previous lemma.

Corollary 3.6. For all n � (� + 1)� we have, withk = kn,

β
(k − � + 1)�

�! +
(

n − k − 1

�

)
� β

k�

�! + (n − k − �)�

�! .

Proof. Rearranging terms and multiplying by�!, it suffices to show

(n − k − 1)(n − k − 2) · · · (n − k − �) − (n − k − �)� � β
[
k� − (k − � + 1)�

]
. (10)

Now using terminating approximations for positive and alternating series we have

(n − k − 1)(n − k − 2) · · · (n − k − �) � (n − k − �)� +
(

�

2

)
(n − k − �)�−1,

and

(k − � + 1)� � k� − �(� − 1)k�−1,

respectively. Comparing these with (10) reduces us to proving

(n − k − �)�−1/2 � βk�−1.

Lemma 2.6 gives usβ � 1/2 so we will be done ifn − k − � � k. But by the previous
lemma,k � (n − �)/� � (n − �)/2 which is equivalent. �

We are now ready to prove one of our most useful results which gives bounds
differencesMn − Mn−1. This will be used to get both our bounds onMn in this section
and our bounds onkn in the next.

Theorem 3.7. If � � 3 andn � 1, then we have

Mn − Mn−1 � β
(n − 1)�

.

�!
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Furthermore, for all� � 2 andn � �,

Mn − Mn−1 � β
(n − �)�

�! .

Proof. We begin by proving the upper bound by induction onn. For n � � this bound is
trivial, so we may assume thatn � � + 1. Sok = kn is well defined. Directly from the
definitions

Mn−1 � cn−1,k = Mk + k

(
n − k − 1

�

)
.

Combining this with (4) yields

Mn − Mn−1 � k

(
n − k − 1

� − 1

)
� k(n − k − 1)�−1

(� − 1)! . (11)

Similarly,

Mn−1 � cn−1,k−1 = Mk−1 + (k − 1)

(
n − k

�

)
.

Also (n − k)(n − k − 2) � (n − k − 1)2, and because� � 3 there are enough factors in th
binomial coefficient so that

Mn − Mn−1 � Mk − Mk−1 +
(

n − k

�

)
� Mk − Mk−1 + (n − k − 1)�

�! . (12)

Combining (11) and (12) we get

Mn − Mn−1 � γ

(
Mk − Mk−1 + (n − k − 1)�

�!
)

+ (1− γ )
k(n − k − 1)�−1

(� − 1)! (13)

for all γ ∈ [0,1]. By induction Mk − Mk−1 � β(k − 1)�/�! < βk�/�!. Making this
substitution and settingγ = k/(n − 1) gives

Mn − Mn−1 � γ

(
βγ �(n − 1)�

�! + (1− γ )�(n − 1)�

�!
)

+ (1− γ )
γ (1− γ )�−1(n − 1)�

(� − 1)!

= (
βγ �+1 + (� + 1)γ (1− γ )�

) (n − 1)�

�! .

By Lemma 2.5, we know that for allγ ∈ [0,1],

(� + 1)γ (1− γ )�−1

2 �
� β,
1+ γ + γ + · · · + γ
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so

(� + 1)γ (1− γ )� � β
(
1− γ �+1).

It follows that

βγ �+1 + (� + 1)γ (1− γ )� � β,

completing the proof of the upper bound.
We will have to break the proof of the lower bound into two cases depending on th

of n.
First suppose thatn < (� + 1)�. By the Continuity Theorem we have two subca

depending upon whetherkn−1 = k − 1 or k. Suppose that the former is true so that
have, by Lemma 3.2,k � �. Then usingMk = Mk−1 = 0 and (4) gives

Mn − Mn−1 = k

(
n − k

�

)
− (k − 1)

(
n − k

�

)
=

(
n − k

�

)
.

We would like to show that the right-hand side of this inequality is at leastβ(n − �)�/�!.
So by Lemma 2.6, it suffices to show that

(
1− 1

�

)�−1

(n − �)� � (n − k)(n − k − 1) · · · (n − k − l + 1).

Note that sincek � � we haven − � � n − k so we are reduced to proving

(
1− 1

�

)�−1

(n − �)�−1 � (n − k − 1) · · · (n − k − l + 1).

This last inequality will follow if we can show

(
1− 1

�

)
(n − �) � n − k − l + 1. (14)

But multiplying out the left-hand side and cancelling shows that this is true becau
Proposition 2.7.

Now suppose thatkn−1 = k. Then Lemma 3.2 implies thatk < � because of the bound
onn in this case. As before, we can compute

Mn − Mn−1 = k

(
n − k

�

)
− k

(
n − k − 1

�

)
= k

(
n − k − 1

� − 1

)
. (15)

Using Lemma 2.6 again, we see that we need to prove

(
1− 1

)�−1

(n − �)� � �k(n − k − 1)(n − k − 2) · · · (n − k − l + 1).

�



M. Hildebrand et al. / Advances in Applied Mathematics 33 (2004) 633–653 645

rs.

r
er

ound

seek.

eorem
But by Proposition 2.7 again

�2k >
(
�2 − 1

)
k = (� − 1)(� + 1)k � (� − 1)(n − �) = �

(
1− 1

�

)
(n − �).

Furthermore,k < � impliesn− k − 1 � n− � and (14) takes care of the remaining facto
We may now assume thatn � (� + 1)�. Again we have two subcases. Ifkn−1 = k, then

k � �. Also (15) still holds and so

Mn − Mn−1 � k(n − k − �)�−1

(� − 1)! = �γ (1− γ )�−1 (n − �)�

�! , (16)

whereγ is defined byk = γ (n − �). Note thatγ < 1/� by Lemma 3.5. Also, by ou
remarks about the functionf (x) of Eq. (5) in the proof of Lemma 2.6, we have the low
bound in the theorem as long asγ ∈ [α,1/�).

To see what happens ifγ < α, we use the fact thatMn � cn,k+1, Corollary 3.6, and
induction to get

Mn − Mn−1 � Mk+1 − Mk +
(

n − k − 1

�

)
� β

(k − � + 1)�

�! +
(

n − k − 1

�

)

� β
k�

�! + (n − k − �)�

�! = (
βγ � + (1− γ )�

) (n − �)�

�! .

But sinceγ ∈ [0, α), we can use Lemma 2.5 to conclude that our desired lower b
holds. So we are now done with the case wherekn−1 = k.

Now assume thatkn−1 = k − 1 so thatk > � because of the bound onn. Then from (4)
we get that

Mn − Mn−1 = Mk − Mk−1 +
(

n − k

�

)
.

Thus the first bound in the previousstring of inequalities holds withk replaced byk − 1.
But k − 1 � � so the same arguments used there apply to give the lower bound we
Similarly, sinceMn � cn,k−1 we can use (6) to get

Mn − Mn−1 � (k − 1)

(
n − k

� − 1

)
,

which can be compared with (16) to complete the proof of this case and of the th
itself. �

We are now in a position to take care of most of the cases in Theorem 1.3.
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Theorem 3.8. Supposen � �. If � � 3, then we have

Mn � β
n�+1

(� + 1)! .

Furthermore, for all� � 2,

Mn � β
(n − �)�+1

(� + 1)! .

Proof. Both bounds are trivial ifn = � sinceM� = 0. So supposen > �.
For the upper bound, we use the previous theorem and the standard way in whic

are used to bound integrals to get

Mn =
n∑

i=�+1

(Mi − Mi−1) � β

�!
n∑

i=�+1

(i − 1)� � β

�!
n∫

0

x� dx = β

(� + 1)!n
�+1.

There are two possible proofs of the lower bound at this point. Either one can mim
demonstration of the upper bound or appeal to Theorems 1.1 and 1.2 to get

Mn � β

(
n

� + 1

)
� β

(n − �)�+1

(� + 1)! .

Using either technique, we are done.�

4. Bounds on kn

We can now use the results of the previous section to supply bounds forkn which will
be a considerable improvement over those obtainable from Price’s work. The best th
be gotten from Corollary 2.4 iskn = αn+ o(n). We will prove that in factkn = αn+O(1)

with a constant inside the big oh that is less than 2.

Theorem 4.1. For � � 3 andn > � we have

kn � α(n − �) + 1.

Proof. Let k = kn. Note that it suffices to prove the bound whenn = nk .
Clearly the result is true fork = 1 andn1 = � + 1. Next suppose that 2� k � � + 1.

Then by Lemma 3.2, our desired inequality is equivalent tok − 1 � (�+ 1)α(k − 1) which
is true by (3).

For k > � + 1 we still have Proposition 3.1 which givesn − (� + 1)k + 1 � 0. So by
Theorem 3.7 and the fact that� � 3,
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n the
0 � cn,k − cn,k−1 = Mk − Mk−1 + n − (� + 1)k + 1

�

(
n − k

� − 1

)

� β
(k − 1)�

�! + [n − � − (� + 1)(k − 1)][n − � − (k − 1)]�−1

�! .

Defineγ by k − 1 = γ (n − �). So it suffices to showγ � α. Clearlyγ � 0 and since
k > �+1 we can apply Lemma 3.5 to getγ (n−�) < k � (n−�)/�, soγ < 1/�. Rewriting
the last expression in the previous paragraph in terms ofγ and cancelling�! gives

0 � βγ �(n − �)� + (
1− (� + 1)γ

)
(1− γ )�−1(n − �)�.

Sincen > � we have

0� βγ � + (
1− (� + 1)γ

)
(1− γ )�−1.

Now define

g(x) = βx� + (
1− (� + 1)x

)
(1− x)�−1,

so we haveg(γ ) � 0. Using the defining equations forα andβ gives

g(α) = �α�+1(1− α)�−1 + (
1− (� + 1)α

)
(1− α)�−1 = 0.

This implies that

0 � g(γ ) = g(α) +
γ∫

α

g′(x)dx =
γ∫

α

g′(x)dx.

Since 0� α,γ � 1/�, we can proveγ � α by showing thatg′(x) < 0 on[0,1/�]. Now

g′(x) = β�x�−1 − (� + 1)(1− x)�−1 − (
1− (� + 1)x

)
(� − 1)(1− x)�−2.

So we want, after transposing terms,

β�x�−1 < (� + 1)(1− x)�−1 + (
1− (� + 1)x

)
(� − 1)(1− x)�−2.

Taking the maximum of the left-hand side and the minimum of the right-hand side o
interval[0,1/�], it suffices to show that

�2α(1 − α)�−1

��−1
<

(� + 1)(� − 1)�−1

��−1
− (� − 1)�−1

��−1
= �(� − 1)�−1

��−1
.

But �2α(1 − α)�−1 < �(� − 1)�−1 since by Eq. (3) we have both that�2α < � and that
(1− α)�−1 < (� − 1)�−1. �

We also have a lower bound with only a slightly larger constant.
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Theorem 4.2. For � � 2 andn sufficiently large,

kn � α(n − �) − 1.

Proof. Let k = kn. Note that it suffices to prove the bound whenn = n′
k . Note also that by

Corollary 3.4 we haven− (�+1)k− � < 0. Using this fact, the Bimodal Theorem, Eq. (
and Theorem 3.7, we have

0> cn,k+1 − cn,k = Mk+1 − Mk + n − (� + 1)k − �

�

(
n − k − 1

� − 1

)

� β(k − � + 1)� + [n − (� + 1)k − �](n − k − 1)�−1

�! .

Now defineγ by k−�+1 = γ (n−�). By takingn sufficiently large we can assume th
k + 1 � � and soγ � 0. Also, Theorem 4.1 implies thatγ (n − �) � α(n − �) − � + 2 and
so γ � α. Substituting forγ to replacek in the last inequality of the previous paragra
we get, after multiplying by�!/(n − �)�,

βγ � +
[
1− �2 − 1

n − �
− (� + 1)γ

]
(1− γ )�−1 < 0.

Let ε = (�2 − 1)/(n − �) and note that we can makeε as small a positive number as w
wish by takingn large. Define a function

h(x) = βx� + [
1− ε − (� + 1)x

]
(1− x)�−1

so thath(γ ) < 0. Using the defining equations forα andβ , one can also compute that

h(α) = −ε(1− α)�−1. (17)

We want to mimic the integration trick used in the proof of the upper bound forkn, so
we need some information abouth′(x). First note that

h′(x) = �βx�−1 − [
(� + 1)(1− x) + (� − 1)(1− ε − (� + 1)x)

]
(1− x)�−2

= �βx�−1 − [
(� + 1)(1− �x) + (� − 1)(1− ε)

]
(1− x)�−2.

Taking one more derivative, one can see thath′′(x) � 0 on [0,1/�] as long as the facto
in the final set of square brackets above is nonnegative. And this can be ensured by
1− ε > 0. Soh′(x) is increasing on this interval, and sinceγ � α < 1/� we can write

0 > h(γ ) = h(α) −
α∫
h′(x)dx � h(α) − (α − γ )h′(α). (18)
γ
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Next we claim that

h′(α) � −(� − 1)(1− α)�−2.

Using the second expression forh′(x) and the definition ofβ , we see that it is sufficient t
prove, after cancelling(1− α)�−2, that

�2α�(1− α) − (� + 1)(1− �α) − (� − 1)(1− ε) � −(� − 1).

Expanding the left-hand side and using�α�+1 = (�+1)α−1 on the−�2α�+1 term reduces
this inequality, after massive cancellation, to

�2α� + (� − 1)ε � 1. (19)

But this last equation is true for sufficiently smallε since, by (3),

�2α� � �2α2 < 1.

So we have proved the claim.
Now divide (18) byh(α) (which is negative by (17)) and use the claim as well as

again to get

0 < 1− (α − γ )
h′(α)

h(α)
� 1− (α − γ )

n − �

(� + 1)(1− α)
< 1− (α − γ )

n − �

�
.

Solving forγ in this last inequality and plugging into its defining equation gives

k = γ (n − �) + � − 1�
(

α − �

n − �

)
(n − �) + � − 1 = α(n − �) − 1

as desired. �
To give a feel for how good these bounds are, we prove the following corollary.

Corollary 4.3. For � � 3 andn > � we have

kn − αn < 1/4.

For � � 2 and sufficiently largen we have

kn − αn > −2.

Proof. The lower bound follows immediately from the previous theorem and (3). Fo
upper bound, it is easy to show by taking second derivatives thatf�−1(x) � f�(x) on the
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interval [0,1/�]. It follows that α is a decreasing function of�. Furthermore, using (3
again shows that|1− �α| < α. Combining these observations with Theorem 4.1 gives

kn − αn � 1− �α < α.

But now we are done since 1− �α < 1/4 when� = 3 andα < 1/4 for � � 4. �

5. The upper bounds for � = 2

To complete the proof of Theorem 1.3 we must address the upper bound when� = 2.
This result, as well as the upper bound onkn in the previous section, depends
Theorem 3.7 where the restriction� � 3 first appeared. This is not an accident as
theorem is false for� = 2. For example, when� = 2 we haveM17−M16 = 60, butβ162/2
is approximately 59.405. Worse yet, our computer experiments have shown that this
an isolated counterexample. However, a weaker upper bound is true.

Theorem 5.1. For � = 2 andn � � we have

Mn − Mn−1 � β
n2

2
.

Proof. The proof is very similar to the demonstration of Theorem 3.7. There are
two changes. The first is that when bounding binomial coefficients one uses pow
n − k rather thann − k − 1. Note that this removes the necessity to have� � 3. The other
modification is that one substitutesγ = k/n. The rest of the proof proceeds as before.�

We can now obtain the� = 2 upper bound in Theorem 1.3. One uses the same pro
Theorem 3.8 but with the previous result taking the place of Theorem 3.7. Because of
similarity, we omit the details.

Theorem 5.2. For � = 2 andn � � we have

Mn � β
(n + 1)3

3! .

To obtain the bounds onkn in this case, note thatf�(x) always hasx = 1 as a root. So
dividing f2(x) by x − 1, we see thatα must satisfy

α2 = −2α + 1

2
. (20)

We can now plug this into the defining equation forβ to get

β = 4α − 1. (21)
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Theorem 5.3. For � = 2 and alln � 3 we have

kn � αn + 1/2.

Proof. Let k = kn as usual. Using Theorem 5.1, as well as Eqs. (7) and (21) gives

0� cn,k − cn,k−1 = Mk − Mk−1 + n − 3k + 1

2

(
n − k

1

)

� (4α − 1)
k2

2
+ (3k − n − 1)(k − n)

2
.

Let

f (x) = (4α − 1)x2 + (3x − n − 1)(x − n) = (4α + 2)x2 − (4n + 1)x + (
n2 + n

)
.

The vertex of this parabola is atx0 = (4n + 1)/(8α + 4) and from Proposition 2.7 w
havek < n/2 < x0. Combining this with the fact thatf (k) � 0 shows thatk is at most the
smaller of the two roots off (x) which is

r = 4n + 1− √
(4n + 1)2 − 4(n2 + n)(4α + 2)

8α + 4
.

To complete the proof we need to show thatr � αn + 1/2. Rearranging terms in this la
inequality and using (20) shows that we need to prove

√
(4n + 1)2 − 4(n2 + n)(4α + 2) � 4αn − 4α − 1.

Sincen � 3, the right-hand side of this last inequality is positive. So we can square
use (20) again to reduce our task to proving(16− 40α)n + (8α − 8) � 0. But this is true
sincen � 3 and the theorem is proved.�

6. Comments and conjectures

There are several ways in which this work could be continued. We list some of
here in the hopes that the reader will be interested.

1. We have already noted that the upper bound in Theorem 3.7 is not true for� = 2.
However, numerical evidence indicates that the succeeding results are still valid
though the proofs we have given will not work. In particular, we make the follow
conjecture.

Conjecture 6.1. For � = 2 andn > � we have

Mn � β
n�+1

(� + 1)! and kn � α(n − �) + 1.
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2. The lower bound given forkn in Theorem 4.2 suffers from the fact that o
demonstration only works for sufficiently largen. The most restrictive place where th
is used is in the proof that inequality (19) holds and there we needn to be at least on th
order of�3. But numerical calculations suggest that an even better bound holds for an.

Conjecture 6.2. For all � � 2 andn > � we have

kn � α(n − �).

We should note that there are examples wherekn is not the closest integer toαn. So,
given the upper bound we have already proven, one can not hope to substantially im
upon this conjecture.

3. The reader will have noticed that the Continuity Theorem has been of fundam
importance in proving the results in this paper. This leads us to wonder if something
said for a larger class of layered patternsq . By Theorem 2.1, one can still definekn as the
maximum length of the word remaining after removing the last layer of aq-optimal layered
n-permutation. So we would like to be able to say something about the sequencekn. There
are some results in this regard in Price’s thesis [5] for patterns with at most two laye
certain patterns with all layer lengths two.

Another of our main tools which might be amenable to generalization to other la
permutations is the Bimodal Theorem. One can still definecn,i,q to be the maximum
number of copies ofq in a layeredn-permutation where the last layer has lengthn − i.
Knowing the shape of the sequence(cn,i,q )0�i<n could be useful in getting informatio
about the packing density ofq .

4. Because of Theorem 1.1, it is easy to generalize the lower bound of Theorem
all patterns. The proof is the same as the second proof of the lower bound in Theor
and so is left to the reader.

Theorem 6.3. If q is a pattern of lengthL andn � L then

Mn,q � δ(q)
(n − L + 1)L

L! .

We conjecture that the corresponding upper bound holds as well.

Conjecture 6.4. If q is a pattern of lengthL andn � L then

Mn,q � δ(q)
nL

L! .

5. Finally, we should point out that since Herb Wilf first defined packing densities in
1992 at the SIAM meeting on Discrete Mathematics, only packing densities of layer
permutations (or permutations equivalent to layered permutations under one of the



M. Hildebrand et al. / Advances in Applied Mathematics 33 (2004) 633–653 653

, where

icular,
r

ses.

ions,

2)

ia, PA,
routine symmetries) have been computed. The first open cases are of length four
Albert, Atkinson, Handley, Holton, and Stromquist [1] gave the bounds

0.19657� δ(1342) � 2/9

and

51/511� δ(2413) � 2/9.

While we are hopeful that the approach presented in this paper (and in part
generalizations of the Continuity and Bimodal Theorems) may prove fruitful in othe
layered cases, our approach seems to offer no additional hope in the nonlayered ca
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